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Outline

• What is machine learning (ML)? 
• Types of ML / classifiers / decision trees


• LHC experiments at CERN  
• Data format

• High energy physics + ML


• CERN open data  
• ML dedicated open data release  

• ML approach to jet identification

• pixel tracking studies 

• Higgs to bb tagging


• Summary and outlook 
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• Wide field with increasing applications in research and industry 
• First ideas already since 1950’s 
• Machine Learning not new to physics 
• In HEP, many ‘classic’ ML methods are already in use. 

• Boosted decision trees (BDTs) in Higgs search 
• In ALICE, e.g. BDTs for signal extraction for charmed baryons 

• Relatively new: Deep learning in physics  
→ Huge progress done in last years 
→ More and more analyses upcoming in all experiments  
Development of Machine Learning techniques is incredibly fast 

• A lot of progress from tech companies and industry 
• Boost from big data, most progress in deep learning 
• Many advanced solutions for “human problems” (e.g. image  

recognition, text understanding) can also be adapted to HEP problems! 

What is Machine Learning (ML)?
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To Run the code:


g++ example.cpp -o exp 
./exp

To Run the code:


python example.py

Hello World - C++ / Python

4



This program checks whether user input  number is positive, negative, or zero

and displays the result

Rules are written by hand. 


Rule #1:

if the number is greater than zero, then the 
number is "positive". 

Hello World - C++ / Python
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Can you write code to tell the difference 
between an apple and an orange?

Tons of lines of rules are needed to 
do that 

We need an algorithm that can figure out 
the rules for us, so we do not have to 
write them by hand.

→Traine a classifier
If you change the problem (objects), 
rules change

Hello World - Machine Learning
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Classifier Apple

Classifier Spam

It takes some data as input and assigns a label to it as output.

The technique to write the classifier automatically is called 
supervised learning.

What is a Classifier?
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Supervised Learning algorithms need labeled training data and learn 
the correct mapping of input data and desired output 

Unsupervised Learning tries to 
find a structure in the data 
without a priori knowledge of 
desired outcome 

Types of Machine Learning
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The more training data you have, the better a 
classifier you can create

Features: Weight and Texture

Label: Orange and Apple

Training Data

labeled training data

supervised learning
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features: 

smooth = 1 

bumpy = 0


labels: 

apple = 0 

orange = 1

To train data, we use a type of classifier called a decision tree. 

training algorithm. can find 
patterns in data.

Output: 

New classifier for a new problem can 
be created, just by changing the 
training data! 


Much better than writing new rules for 
each problem. 

Training Data
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Iris flower data set

https://en.wikipedia.org/wiki/Iris_flower_data_set

→Three types of 
flowers 


→50 examples for 
each type


→150 examples in 
total

Decision Trees (I)
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import the iris into 
scikit-learn

https://scikit-learn.org/stable/datasets/
index.html

Iris flower data setDecision Trees (II)
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1. Import dataset

2. Train a classifier 

3. Predict label for new flower

4. Visualize the tree

Iris flower data setInstructions
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•Examples used to "test" the classifier's accuracy.

•Not part of the training data

Iris flower data setTesting Data
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Output:

Iris flower data setTesting Data
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• Starts from the top

→Each node asks a 
yes or no question 
about one of the 
FEATURES

Iris flower data setDecision Tree

16



• How are decision trees built automatically from 
examples?


• How well do they work in practice?


• The tree asks the questions about the features. 
Choosing good features is one of the important tasks in 
the first place. 

Iris flower data setMore to Learn

How do we use machine learning in high 
energy particle physics?
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Iris flower data setA roadmap for ML in HEP

Data science and HEP 
communities
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Korea and CERN /  July 2009! 22!

2010: a New Era in Fundamental Science!

Exploration of a new energy frontier  
Proton-proton and Heavy Ion collisions  

at ECM up to 14 TeV 
LHC ring: 

27 km circumference 
 

TOTEM  
LHCf 

MOEDAL 

CMS 

ALICE 

LHCb 

ATLAS 
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Highly heterogeneous system 
Raw data is 100 M channels 

sampled every 25 ns. 21
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Typical proton-proton collisionIris flower data setHiggs production and decays at the LHC
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~1 million events (rows)

35 features (coloumns)

Training data

Events are labeled as "signal" (Higgs) or "background"


Train a classifier and predict the signal events 
http://opendata.cern.ch/record/328

Higgs Boson Machine Learning Challenge 2014
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not all parts of the event 
can be calculated from 
the first principles

Add 40 such on top of each other currently. Up to 200 such overlay in the horizon 2025.

Jets: any particle decaying in quark/gluons will result in a “jet” of particles in the direction of the original particle.

Iris flower data setTypical proton-proton collision
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Particles leave hints of their 
passage in sub-detectors. 
Specific (but overlapping) 
pattern for each particle type.
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image: David Rousseau 28
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Iris flower data setGrid CERN

World Wide Web: an information system 
where documents interlinked by 
hypertext, and accesible over the 
internet. 

LHC Grid: A global collaboration of 
computer centres distributes and stores 
LHC data, giving real-time access to 
physicists around the world
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Iris flower data setEvent Filtering

32 image: Jean-Roch Vlimant 



Iris flower data setComputing Grid

33 image: Jean-Roch Vlimant 



Iris flower data setFrom Low to High Level Data

RAW → RECO → AOD → NanoAOD
34 image: Jean-Roch Vlimant 



Who can access the data?
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Developed by CERN-IT and CERN-SIS 
in collaboration with Experiments 

Openly accesible data 

Reproducible analysis examples 

Lightweight and easily readable data format 

Good usability for non-physics experts

CERN Open Data portal 

• opendata.cern.ch  launched in November 2014 

• LHC collaboration data policies 


• restricted → embargo period (~5 years) → open 

• Over 1.5 Petabytes of open particle physics data


• datasets, software, VMs, configuration, documentation,...

• Users


• education: general public, high-school students, masterclasses

• research: data scientists, physicists 
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CERN Open Data portal CERN Open Data portal 
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CERN Open Data portal 
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News & Update
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OPERA tau 
neutrino candidate 
and multiplicity 
studies data 

First non-LHC data releases
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Visualize collisions
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Interactive histogramming

online histogramming for 
high-level derived datasets 
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Dive deeper into the data (I)

Analysis of the di-muon spectrum using data from the CMS detector taken in 2012. 

• Rediscover particle resonances in a wide energy range up to the Z boson. 
• About 62 M events from data taken at CMS in 2012. 
• Only ROOT as dependency. 
• NanoAOD format.
• Analysis code in Python, C++ or a Jupyter notebook. 

official CMS plot 
from 2012
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Data Format SW dependencies?

Dive deeper into the data (II)
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Virtual machines

45



Software tutorials: ROOT
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Data Format
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CMS education activities using notebooks and CMS open data 

Jupyter notebooks
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Run analyses on the clouds
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First analyses by theorists (Jesse Thaler et al, MIT) 

Physics publications in peer-reviewed journals
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Highest-energy particle-collision data ever released through open access.

The ATLAS Collaboration makes public 10 inverse femtobarns (fb–1) of the 13 TeV data.  

Corresponds to about 1 quadrillion proton-proton collisions (that’s 1 followed by 15 zeros), 
or 500 thousand produced Higgs bosons. Approximately the same amount of data that 
the ATLAS Collaboration used to discover the Higgs boson in 2012.

CERN Open Data portal 
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http://opendata.cern.ch/docs/cms-releases-open-data-for-machine-learning

In this release, CMS open data address the ever-growing 
application of machine learning (ML) to challenges in high-
energy physics. According to a recent paper, collaboration 
with the data-science and ML community is considered a 
high-priority to help advance the application of state-of-the-
art algorithms in particle physics.

Open Data ML release
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Four derived 
datasets from 
official 2016 CMS 
simulation  
 (ROOT & HDF5) 
• Jet flavor 
studies 

• Top tagging 
• Pixel tracking 
studies 

• H(bb) tagging 

http://opendata.cern.ch/record/12102

ML studies dedicated datasets on CERN Open Data
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jet-related ML studies

Description: The dataset consists of particle jets extracted from simulated 
proton-proton collision events at a center-of-mass energy of 13 TeV generated 
with Pythia 8.

Sample with jet properties for jet-flavor and other jet-related ML studies 
JetNTuple_QCD_RunII_13TeV_MC

• Training data produced with 
JetNtupleProducerTool
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Apply deep 
learning 
algorithms to 

classify to “jet 
images” 

ML approach to jet identification
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ML approach to jet identification
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Derived datasets (ROOT & HDF5):  
 http://opendata-dev.web.cern.ch/record/12102 
‣ 182 files, 245 GB, 18 million total entries (jets) 
‣ event features, e.g. MET, ρ (average density) 
‣ jet features, e.g. mass, pT, N-subjettiness variables 
‣ particle candidate features, e.g. pT, η, φ (for up to 100 particles) 
‣ charged particle / track features, e.g. impact parameter (for up to 60 tracks) ‣ secondary 
vertex features, e.g. flight distance (for up to 5 vertices) 

Higgs to bb
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links to variable definitions / methods......

Higgs to bb
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b hadrons have long lifetimes: travel O(mm) before decay!
• displaced tracks

• secondary vertices

• soft leptons

b-tagging

Combined taggers
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b hadrons have long lifetimes: travel O(mm) before decay!
• displaced tracks

• secondary vertices

• soft leptons Super Combined taggers

JINST 13 (2018) P05011

Deep bb tagging 
Large performance gain over previous algorithm
(BDT)

b-tagging
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Summary and Outlook

• Data science and particle physics communities closely 
work together.


• A white paper has been published recently. 


• Future research and development areas for machine 
learning in particle physics. 


• Roadmap for software, hardware resource 
requirements.


• CERN open data released new data dedicated to 
Machine Learning studies. 
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