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WHAT IS LEARNING?

understanding and making connections between
prior and new knowledge, independent and
critical thinking and ability to transfer
knowledge to new and different contexts.

* Queens University Scienctists
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CAN MACHINES OR COMPUTERS LEARN?

Computers will be able to accurately predict the
outcome of the Israeli-Palestinian conflict. Feed
the computer enough data on a number
of “parallel universes,” and the computer will be
capable of observing the implications of each of
these universes and then find patterns, allowing
predictions to be made about the future of the
conflict.

Dr. Kira Radinsky, (a computer scientist and “machine

learning” expert), argued 1in the Israeli newspaper
“Ha'aretz” (2015)
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CAN MACHINES OR COMPUTERS LEARN?

Computers are not “creative,” do not “learn” and
cannot “predict.” Computers can only be tasked
with making inductive predictions based on past
experiences. They can then seek complex
correlations 1n the databases in order to present
them as “Actionable Insights.”

Joab Rosenberg (2016)
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MACHINE LEARNING — INTRODUCTION

Machine learning is a sub-field of computer
science that 1s concerned with building
algorithms which, to be useful, rely on a
collection of examples of some phenomenon.

These examples can come from nature, be
handcrafted by humans or generated by another
algorithm.
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MACHINE LEARNING — INTRODUCTION

Machine learning can also be defined as the
process of solving a practical problem by:

gathering a dataset, and

algorithmically building a statistical model
based on that dataset.
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WHAT ARE THE TYPES OF LEARNINGS IN
MACHINE LEARNING?

1. Supervised Learning:

In supervised learning, the dataset 1s the
collection of labeled examples {{x;, }?é}},;.,.q :

Kach element x; among N is called a feature
vector.
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SUPERVISED LEARNING

The goal of a supervised learning algorithm is to
use the dataset to produce a model that takes a
feature vector x as input and outputs information
that allows deducing the label for this feature
vector.

Example:
Input images and their corresponding labels:

o wme Mo

Benign Malignant Benign Malignant Benign

- 7, _— = i
L4 y .-'.1. - L.
B B i
a4 ' 1 N ’ | ¥
i
L. b }
4 T e . . & T
k| L i

e 5
e D G
Malignant Benign Malignant Benign Malignant

n[goreye§ uevioyg I JoIJ 1SSV



UNSUPERVISED LEARNING

In unsupervised learning, the dataset 1s a
collection of unlabeled examples {{x:J}z; .

Again, x 1s a feature vector.

The goal of an unsupervised learning algorithm
1s to create a model that takes a feature vector x
as Input and either transforms it into another
vector or 1nto a value that can be used to solve a
practical problem.
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UNSUPERVISED LEARNING

o Example:
» Input images without labels:
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SEMI-SUPERVISED LEARNING

In semi-supervised learning, the dataset contains
both labeled and unlabeled examples.

Usually, the quantity of unlabeled examples is
much higher than the number of labeled
examples.

The goal of a semi-supervised learning algorithm
1s the same as the goal of the supervised learning
algorithm

nrgoxoye§ ueioq "I(] JoIJ 1SSV



REINFORCEMENT LLEARNING

Reinforcement learning is a sub-field of machine
learning where the machine “lives” in an
environment and is capable of perceiving the
state of that environment as a vector of features.

The machine can execute actions 1n every state.
Different actions bring different rewards and
could also move the machine to another state of
the environment.

The goal 1s to learn a policy. A policy i1s a
function f (similar to the model in supervised
learning) that takes the feature vector of a state

as Input and outputs an optimal action to execute
1n that state.
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CLASSIFICATION VS. REGRESSION:
CLASSIFICATION

Classification is a problem of automatically
assigning a label to an unlabeled example.

In machine learning, the classification problem is
solved by a classification learning algorithm that
takes a collection of labeled examples as inputs.

In a classification problem, a label 1s a member of
a finite set of classes.
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CLASSIFICATION VS. REGRESSION:
CLASSIFICATION

If the size of the set of classes 1s two
“sick”/“healthy”, “benign”/“malignant”), we talk
about binary classification (also called binomial

In some books.

Multiclass classification (also called
multinomial) 1s a classification problem with
three or more classes. (Ex: dataset contains 16
classes with normal case, right bundle brunch
block, atrial fibrillation etc.)
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CLASSIFICATION VS. REGRESSION:
REGRESSION

Regression 1s a problem of predicting a real-
valued label (often called a target) given an
unlabeled example.

The regression problem is solved by a regression
learning algorithm that takes a collection of
labeled examples as inputs and produces a model
that can take an unlabeled example as input and
output a target
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CLASSIFICATION VS. REGRESSION:

REGRESSION

CLASSIFICATION vs
REGRESSION

Classification Regression
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FEATURE ENGINEERING

For any Machine Learning Application or
Research, you need a “dataset”.

»” <

Dataset can be from “images”, “numerical data”
or “categorical data”.

Images can be benign or malignant images of skin
cancer.
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Numerical and Categorical data can be blood test
results of patients.



FEATURE ENGINEERING

The problem of transforming raw data into a
dataset 1s called feature engineering.

Everything measurable can be used as a
feature.
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FEATURE ENGINEERING —
ONE-HOT ENCODING

When some feature in your dataset 1s categorical,
like “Moderate”, “normal”, “Elevated,” or “Poor”,
you can transform such a categorical feature into
several binary ones.

Moderate: [1 0 0 O]
Normal: 010 0]
Elevated: 0010
Very Poor: [00 0 1]
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FEATURE ENGINEERING —
BINNING

An opposite situation, occurring less frequently
1n practice...

Blood Test Results can be binning (bucketing) into a

bin:
0—50: 110 0]
50—100:  [010]
>100: (00 1]
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FEATURE ENGINEERING —
DATA NORMALIZATION

Normalization 1s the process of converting an
actual range of values which a numerical feature
can take, into a standard range of values,
typically in the interval [-1, 1] or [0, 1].
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FEATURE ENGINEERING —
DATA NORMALIZATION

It 1s not a strict requirement.

However, 1n practice, 1t can lead to an 1ncreased
speed of learning.
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FEATURE ENGINEERING —
DEALING WITH MISSING FEATURES

In some examples, values of some features can be
missing.

That often happens when the dataset was
handcrafted.

How Do We Solve It?

Removing the examples with missing features
from the dataset (if it 1s big enough).

Using a learning algorithm that can deal with
missing feature values.

Using a data imputation technique.
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FEATURE ENGINEERING —
DATA IMPUTATION TECHNIQUES

o Replace it by taking the average of all features:
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FEATURE ENGINEERING —
DATA IMPUTATION TECHNIQUES

Replace it by a value outside the normal range of
values:
Ex. normal range — [0,1], replace 1t by 2.

Why? the learning algorithm will learn what is it better
to do when the feature has a value significantly
different from other values.

ORIGINAL NEW

A A
0.5 0.5
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n[goreyeS uevioyg ‘I(J JoIJISSY



FEATURE ENGINEERING —
DATA IMPUTATION TECHNIQUES

Replace 1t by a value in the middle of the range:
Ex. normal range — [0,1], replace 1t by 0.5.
Why? It will not significantly affect the prediction.

ORIGINAL NEW

A A
0.5 0.5
0.6 0.6

0.25 0.35
0.4 0.4
NULL 0.3

0.66 0_66
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FEATURE ENGINEERING —
DATA IMPUTATION TECHNIQUES

Use missing value as target for regression
problem to predict.

Before you start working on the learning
problem, you cannot tell which data
imputation technique will work the best.

Try several techniques, build several
models and select the one that works the
best.
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FEATURE ENGINEERING —
LEARNING ALGORITHM SELECTION

o Difficult task...
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FEATURE ENGINEERING —
LEARNING ALGORITHM SELECTION

Explainability...
NN— better results — very hard to understand

kNN, linear regression, decision trees — not always the
most accurate —prediction is very straightforward

Number of features and examples...

NN or Deep NN can handle huge data at the same time.

Others like SVM can not.

Nonlinearity of the data...

o Linearly separable? YES? - SVM, Logistic Regression, Linear
Regression...

o NO? NN or deep neural networks...
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FEATURE ENGINEERING —
LEARNING ALGORITHM SELECTION

o Training speed
o Deep Learning - Too Slow
o NN - Slow

o Simple algorithms like logistic and linear regression as well as
decision tree learning - Much faster.
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FEATURE ENGINEERING

THREE SETS

Training Set : the biggest one, and you use it
to build the model.

Validation Set : 1) choose the learning
algorithm and 2) find the best values of
hyperparameters.

Test Set : to assess the model before
delivering it to the client or putting it in
production.
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FEATURE ENGINEERING
UNDERFITTING & OVERFITTING

If the model makes many mistakes on the
training data, we say that the model has a
high bias or that the model underfits.

The model that overfits predicts very well the
training data but poorly the data from at least
one of the two hold-out sets.
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FEATURE ENGINEERING

o UNDERFITTING & OVERFITTING
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MODEL PERFORMANCE ASSESMENT

In Prediction:

Mean Squared Error (MSE): average of the square
of the errors.

n
se =13 -
=1
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MODEL PERFORMANCE ASSESMENT
In Prediction:
R? Score: related to the MSE... but not the same.

o Total variance explained by model / total variance

o Variance: measure of how far observed values differ from
the average of predicted values.
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MODEL PERFORMANCE ASSESMENT

o In Classification:
+ EXAMPLE:

n[goxroyeg urIog “I([ JOIJ I1SSY




MODEL PERFORMANCE ASSESMENT

True Positive, True Negative, False Positive, False
Negative

a tests positive and actually has the disease: True Positive
(TP)

b tests negative although he/she actually has the disease:
False Negative (FN)

c tests positive but does not have the disease: False Positive
(FP)

d tests negative and does not have the disease: True
Negative (TN)
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MODEL PERFORMANCE ASSESMENT

o Confusion Matrix

a (TP) b (FN)
¢ (FP) d (TN)

S b

=)
=)
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MODEL PERFORMANCE ASSESMENT —
ACCURACY & PRECISION

o
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MODEL PERFORMANCE ASSESMENT

o In Classification:
» Accuracy: general success rate...

TP + TN
TP+ TN 4+ FP 4+ FN°

Acen Facy =
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» Precision:

TP
TP + FP
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MODEL PERFORMANCE ASSESMENT

In Classification:

Sensitivity: propability of test identifying those with
the disease given that they have the disease.

re
I'P+FN

Sensttivity =

Specificity: propability of test identifying those free
of the disease given that they do not have the disease.

I'N
N + FP

Specificity =
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MODEL PERFORMANCE ASSESMENT
CROSS-VALIDATION AND RESAMPLING

o The Holdout Method
» Simplest kind...

» The dataset 1s separated into two sets, called the
training set and the test set.

» Not all the data is used for training...

Total number of examples
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MODEL PERFORMANCE ASSESMENT
CROSS-VALIDATION AND RESAMPLING

o Random Sub-sampling
» the holdout method 1s repeated several times.

Total number of examples
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MODEL PERFORMANCE ASSESMENT
CROSS-VALIDATION AND RESAMPLING

o k-fold Cross-validation
» The dataset 1s divided into k& equal-sized subsets

* One for testing and the for training

» Repeated k-times — each subset is used for testing

exactly once

» The total error is obtained by averaging the errors for

all the runs

Experiment 1
Expenment 2

Experiment 3

Expenment 4

Total number of examples

|/ Test examples
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MACHINE LEARNING TECHNIQUES

Some Prediction Algorithms:
Support Vector Regression
Linear Regression
Decision Tree Regressor

Some Classification Algorithms:
Logistic Regression
Support Vector Machines
Decision Trees
K-nearest neighbors
Naive-Bayes
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MACHINE LEARNING TECHNIQUES

Prediction & Classification
Neural Networks
Deep Learning
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MACHINE LEARNING TECHNIQUES

Decision Trees

simple classifier in the form of a hierarchical tree
structure

supervised classification
divide-and-conquer strategy

Starting node is known as the root node which is
considered the parent of every other node

Successive decision nodes are visited until a terminal
or leaf node is reached, where the class is assigned
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MACHINE LEARNING TECHNIQUES

o Decision Trees

Parents >
visiting? &
")
=
Yes No =
)
=
Y
- 5
Cinema Weather %
=]
N
o)
) . ~
Sunny Windy Rainy @
=
Y c
Tennis Money
Rich Poor
Shopping Cinema @




MACHINE LEARNING TECHNIQUES

Decision Trees
Advantages:

o can be used with nonmetric/categorical data
o Interpretable
o very fast and require very little computation

Disadvantages:

| )\ E I | P R I I SR E I RIS |
(@) DXpUIlBIlLl'dlly IIl'dIly UCcSCls1011 Lrees uvildu Cal e CoIlsLrucreua
from a given set of features
o Some of the trees will be more accurate than others

o Finding the optimal tree is not computationally feasible

n[goreyeS uevioyg ‘I(J JoIJISSY



MACHINE LEARNING TECHNIQUES

Linear Regression

finding relationship between two continuous
variables.

One 1s predictor (or independent variable) and other
1s response (or dependent variable).

Idea 1s to obtain a line that best fits the data.

The best fit line: the one for which the total
prediction error are as small as possible.

Efficient for linearly separable prediction problems...
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MACHINE LEARNING TECHNIQUES

4 -
Datapoints - .*
Regression T 4
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MACHINE LEARNING TECHNIQUES

o Logistic Regression

» Uses Logistic (Sigmoid function)

Asst.Prof.Dr. Boran Sekeroglu
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MACHINE LEARNING TECHNIQUES

Support Vector Machines (Kernel
Machines)

became popular when 1t was applied to a hand-
writing recognition task.

For linearly separable problems, it finds the optimal
separating hyperplane by maximizing the margin,
the perpendicular distance across the hyperplane to
closest instances (the support vectors).

SVMs are basically two-class classifiers.

Typical kernel functions are linear, polynomials and
Gaussians (radial basis functions).
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MACHINE LEARNING TECHNIQUES

o Support Vector Machines (Kernel
Machines)

wP
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MACHINE LEARNING TECHNIQUES

o Support Vector Machines (Kernel
Machines)
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MACHINE LEARNING TECHNIQUES

Support Vector Machines (Kernel
Machines)

Input ‘ Output (y)
vector (X)

Linear output
layer

Input layer of Hidden layer

dimension m, of N kernel
inner products
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MACHINE LEARNING TECHNIQUES

k-Nearest Neighbor

The k-NN process starts at the test point and grows a
region until it encloses k training samples and it labels
the test point x by majority vote of these samples.

For two classes, the value of £ should be odd to avoid a
tie.

For more than two classes, & being odd is insufficient
to avoid a tie [3 classes> k=5, tie (2,2,1) in some
cases].
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MACHINE LEARNING TECHNIQUES

o k-Nearest Neighbor

X2
L

L4
L
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MACHINE LEARNING TECHNIQUES

o (Artificial) Neural Networks

» models take their motivation from the human
nervous system.

Axon
Terminals

Weights
(+ or =) Threshold
Detector

Ouipwt

Inputs
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MACHINE LEARNING TECHNIQUES

ANN i1s an adaptive system, 1.e., parameters can be
changed during operation (training) to suit the
problem.

They can be used in a wide variety of classification
tasks, e.g., character recognition, speech recognition,
fraud detection, medical diagnosis etc.
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MACHINE LEARNING TECHNIQUES

o McCullough and Pitts Neuron

X =10

— Qutput
—»

Summing A
Junction
O
G
p Threshold
Input Synaptic
signals Weights

n[goreye§ uevioyg I JoIJ 1SSV




MACHINE LEARNING TECHNIQUES

» Neural networks learn using an algorithm called

backpropagation.
Input Hidden Output
layer layer layer
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MACHINE LEARNING TECHNIQUES

ANN Algorithms:
Backpropagation Learning Algorithm

One of the most famous algorithm for both classification
and prediction problems.

Easy in implementation, but difficult in determining
parameters

Uses gradient-descent algorithm to update weights
Faster than others during training

Radial-Basis Function Neural Network
Similar to backpropagation
Uses radial-basis function in hidden layer
Generally produces more accurate results than BP
Needs more training time
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MACHINE LEARNING TECHNIQUES
o ANN Algorithms:

» Radial-Basis Function Neural Network

RBF
Neurons
Input Vector Weighted
s Sums
H T Category 1
- Score
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MACHINE LEARNING TECHNIQUES

ANN Algorithms:

Long-Short Term Memory (LSTM) Neural
Network

o One of the most accurate NN algorithm for prediction
problems

o difficulty in implementation,
o Needs huge computational time during training

output

o recurrent
, ~ recurrent
L*
o
= (Coeat
output gate )
input

LSTM cell

recurreqt

recurrent

s
=] [+
i
z .
@ input gate

input

input recurrent
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MACHINE LEARNING TECHNIQUES
ANN Algorithms:

ANN Algorithms have several modified and improved
versions for specific problems.

ANN produces accurate results for non-linear
problems...

Parameter selection 1s the main challenge...
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MACHINE LEARNING TECHNIQUES

o Deep Learning = Deep Structured Learning
= Hierarchical Learning

Field of
Artificial Intelligence

Field of
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MACHINE LEARNING TECHNIQUES

The "deep" : the number of layers through which the
data is transformed.

Most modern Deep Learning methods are based on
ANN.

Deep Learning:
More than two hidden layers...

Convolutional Neural Networks: 1s designed to recognize
1mages by having convolutions inside, which see the edges
of an object recognized on the image.

Recurrent Neural Network: is basically a standard neural
network that has been extended across time by having
edges which feed into the next time step instead of into the
next layer in the same time step. Efficient for speech and
text recognition.
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MACHINE LEARNING TECHNIQUES

Deep Autoencoder: unsupervised... designed for
feature extraction.

Deep Boltzman Machine: undirected connections
between layers... both supervised and unsupervised.
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